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SUMMARY

An overview of recent benchmark computations for 2D and 3D laminar flows around a cylinder
is given. These have been defined for a comparison of different solution approaches for the
incompressible Navier-Stokes equations developed within the DFG Priority Research Program
“Flow Simulation on High Perfortnance Computers”. The principal purpose of the benchmarks
is discussed and some general conclusions which can be drawn from the (partially surprising)
results are formulated. The exact definitions of the benchmarks, the numerical schemes and the
computers employed by the various participating groups can be found in detail in [2]. In the end
of our talk we present a new mathematical concept for rigorous error control and corresponding
efficient algorithinical tools which can be applied to CFD-simulations.

1. INTRODUCTION

During the last years mauny solution methods for various flow problems have been developed
with considerable success. In many cases. the computing times are still very long and, because
of a lack of storage capacity and insufficient resolution, the agreement between the computed
results and experimental datais - even for laminar flows - only qualitative in nature. If numerical
solutions are to play a similar role to wind tunnels, they have to provide the same accuracy as
measurements, in particular in the prediction of the overall forces.

Several new techniques such as “unstructured grids”. “multigrid”, “operator splitting”, “do-
main decomposition” and “mesh adaptation” have been developed in order to improve the
performance of numerical methods. To facilitate the cownparison of these solution approaches, a
set of benchmark problets has been defined and all participants of the DFG Priority Research
Program “Flow Simulation on HighPerformance Computers” working on incompressible flows
have been invited to submit their solutions. This paper presents the results of these compu-
tations contributed by altogether 17 research groups, 10 from within of the Priority Research
Program and 7 from outside. The major purpose of the benchmark is to establish, whether
constructive conclusions can be drawn from a comparison of these results so that the solutions
can be improved. Tt is not the aim to cowe to the conclusion that a particular solution A is
better than another solution B; the intention is rather to determine whether and why certain
approaches are superior to others. The benchmark is particularly meant to stimulate future
work.

In the first step, ouly incompressible laminar test cases in two and three dimensions have been
selected which are not too cowplicated. but still contain most difficulties representative of indus-
trial flows in this regime. In particular, characteristic quantities such as drag and lift coefficients
have to be computed in order to imeasure the ability to produce quantitatively accurate results.
This benchmark aims to develop objective criteria for the evaluation of the different algorithmic

approaches. For this purpose, the participants have been asked to submit a fairly complete
account of their computational results together with detailed information about the discretiza-
tion and solution methods used. As a result it should he possible, at least for this particular
class of flows, to distinguish between “efficient” and “less efficient” solution approaches. Since
this benchmark has been proved to be successful it is now being under work to be extended
to include also certain turbulent flows. In our talk we present the first official version of this
turbulent benchinark.

Tt is particularly hoped that the (laminar) benchmark will provide the basis for reaching decisive
answers to the following questions which are currently the subject of controversial discussion:

1. Is it possible to calculate incompressible (laminar) flows accurately and efficiently by methods
based on explicitly advancing momentuin?

2. Can one construct an efficient solver for incompressible flow without employing multigrid
' . .
components, at least for the pressure Potsson equation?

3. Do conventional finite difference methods have advantages over new finite element or finite
volume technigques?

4. Can steady-state solutions be cfficiently computed by pseudo-time-stepping techniques?

5. Is a low-order treatment of the convective term competitive, possibly for smaller Re numbers?
5. What is the “best” strategy for time stepping: fully coupled iteration or operator splitting?

7. Does it pay to use higher order discretizations in space or time?

8. What is the potential of using unstructured grids?

9. What is the potential of a posteriori grid adaptation and time step selection in CFD?

10. What is the “best” approach to handle the nonlinearity: quasi-Newton iteration or nonlinear
multigrid?

These questions appear to be of vital importance in the construction of efficient and reliable
solvers, particularly in three space dimensions. Everybody who is extensively consuming com-
puter resources for numerical flow simulation should be interested.

2. DEFINITION OF TEST CASES

This section gives a brief summary of the definitions of the test cases for the benchmark com-
putations. We restrict in this presentation to one single 3D~test case only containing most of
the relevant information. All details including precise definitions of the quantities which had to
be computed and also some additional instructions which were given to the participants can be
found in |2]. The fluid properties are identical for all test cases. An incompressible Newtonian
fluid is considered for which the conservation equations of mass and momentum are
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The notations are time I, cartesian coordinates (z1, 2, z3) = {z.y, z), pressure P and velocity
components (U7, Uy, Us) = (U, V, W). The kinematic viscosity is defined as v = 103 m?/s, and
the fluid deusity is p = 1.0kg/m®.







Table 0.2: Results for the nonstationary test

l?‘h‘. Unknowns | Time sleps Cw A AP \ RAI\'11 CPU ComputerJ
1 630564 300 | 3.28%6 | 0.0027 | -0.1117 | 79 | 156460 | Fujitsu VPP500
3 608496 1600 | 3.2590 | 0.0026 | -0.1072 74| 76142 Cray T3D/16
608496 800 | 3.2590 | 0.0026 | -0.1157 T4 | 50764
6 6303750 18000 | 4.1600 | 0.0200 - 43 | 142616 . HP735
7 1572864 1600 | 3.3011 | 0.0026 | -0.1102 | 518 | 149923 GC/PP128
1572864 800 | 3.3008 | 0.0026 | -0.1105 | 518 | 93055
1572864 400 | 3.3006 | 0.0026 | -0.1107 | 518 | 62026
196608 1600 | 3.3053 | 0.0028 | -0.1066 71| 63057
3 199802 1000 | 3.2120 | 0.0122 | -0.1112 | 105 | 846060 | IBM RS6000/590
98637 1000 | 3.2350 | 0.0123 | -0.1114 39 | 243000
10 6116608 668 | 3.2802 | 0.0034 | -0.0959 | 840 | 164837 | IBM RS6000/590
6116608 272 | 3.3748 | 0.0360 | -0.0603 | 840 | 77538
6116608 60 | 2.7312 { 0.0069 | -0.0682 | 840 | 29742
771392 724 | 3.3323 | 0.0033 | -0.0766 | 105 | 24745
98128 660 | 3.1200 | 0.0040 { -0.0107 13| 5687

6. Iu cowputing nonstationary solutions, the use of operator splitting (pressure correction)
schemes tends to be superior to the more expensive fully coupled approach, but this may depend
on the problem as well as the quantity to be calculated. Further, as fully coupled methods also
use iterative correction within each time step (possibly adaptively controlled), the distinction
between fully coupled and operator splitting approach is not so clear.

7. The use of higher than second-order discretizations in space appears promising with respect
to accuracy, but there remains the question of how to solve efficiently the resulting algebraic
problems (see the results of 8 for all test cases). The results provided for this benchinark are
too sparse to allow a definite answer,

8. The most efficient solutions in this benchmark have been obtained on blockwise structured
grids which are particularly suited for multigrid algorithms. There is no indication that fully
unstructured grids might be superior for this type of problem, particularly with respect to
solution efficiency. The winners may be hierarchically structured grids which allow local adaptive
mesh refinement together with optimal multigrid solution.

9. From the contributed solutions to this benchmark there is no indication that a-posteriori grid
adaptation in space is superior to good hand-made grids. This, however, may drastically change
in the future, particularly in 3D. Intensive development in this direction is currently in progress.
For nonstationary calculations, adaptive time step selection is advisible in order to achieve
reliability and efficiency (see the results of 10).

10. The treatmnent of the nonlinearity by nonlinear wultigrid has no clear advantage over the
quasi-Newton iteration with multigrid for the linear subproblems {compare the results of 7 with
those of 10). Again, it is the extensive use of well-tuned multigrid (wherever in the algorithm)
which is decisive for the overall efficiency of the method.

Although this benchmark has been fairly successful as it has made possible some solidly based
comparison between various solution approaches, it still needs further development. Even in
the laminar case, the chosen nonstationary 3D problems showed to be harder than expected. In
particular, it was apparently not possible to achieve reliable reference solutions for two test cases
(3D-2Q and 3D-2Z). Hence the benchmark has to be considered as still open and everybody is
invited to try again.

4. A MATHEMATICAL CONCEPT

These benchmark calculations show that even for laminar flow guantitatively exact predictions
cannot be guaranteed by “pure” computer power. Using modern algorithmical tools, even
workstation calculations can be much faster than those using conventional iterative methods on
supercomputers. In our talk we will explain how to design such efficient schemes by combining
special discretization aud solution techuniques ( Multilevel Discrete Projection Methods) which are
implemented in our CFD—package FEATFLOW [3].

Moreover, the benchmark results demonstrate, especially in 3D, that there is no chance o get
precise results in a controlled way without having a tool for a rigorous a posteriori error control.
We explain these techniques (see (1]) which are under progress by our group (R. Rannacher) and
a swedish group (C. Johnsou). The combination of these techniques with our highly efficient
solution techniques should lead to completely new CFD-software which will really be able 1o
capture practical problems.
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